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Abstract 

Wire-arc directed energy deposition (arc-DED) is a metal-based additive manufacturing 

process known for its high deposition rates, which enable the production of medium to large-scale 

components. Due to the cyclic heating and cooling associated with this process, resultant parts 

experience residual stress and distortion. Finite element (FE) simulations can be used to predict 

the thermomechanical response of arc-DED parts. FE thermal models have previously only 

consisted of the part and substrate to minimize computational time. A shortcoming of this approach 

is the inability to capture conduction that is experimentally known to occur through the print 

assembly. As a result, the convection boundary conditions are artificially elevated to produce 

results that match experimental data. This work explores a more informed modeling approach that 

includes fixturing components to accurately simulate conduction through the assembly. This 

model offers potential for improved predictions and increased repeatability across different parts 

by reducing model calibration requirements. 

Introduction 

Wire-arc directed energy deposition (arc-DED) is a metal-based additive manufacturing 

(AM) process that uses a wire feedstock and an electric arc heat source to deposit material in a 

layer-by-layer welding manner [1]. The many potential advantages of arc-DED are propelling 

industry interest in this technology. These advantages include the ability to produce large-scale 

parts due to its high deposition rates, reduced material waste, and relatively low investment costs 

compared to other AM technologies [2], [3], [4], [5], [6]. Despite the benefits of arc-DED as a 

manufacturing solution, several problems still need to be addressed. Defects are often observed in 

arc-DED parts that can prevent them from being usable. A primary issue that needs to be resolved 

is the high residual stress in the parts resulting from the cyclic heating and cooling inherent to the 

deposition process [7], [8], [9], [10]. This residual stress causes distortion, and it can compromise 

the mechanical integrity of the final part [10], [11]. Moreover, porosity and geometric issues with 

the deposited beads commonly occur when incorrect parameter sets are chosen [12]. Research 

efforts are being made to optimize arc-DED so that it can become a widespread manufacturing 

option for certain components. One method for studying arc-DED is finite element (FE) modeling. 

FE modeling of arc-DED is an efficient tool for predicting the thermal and mechanical response 

of parts being printed [1], [13], which is advantageous for the development and understanding of 

this technology.  

When printing, the part is deposited onto a substrate plate which is fastened to the worktop 

by various fixturing components. This is necessary to secure the specimen during printing and 

prevent geometric issues as the part begins to warp [14]. These accessory components are referred 
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to as the print assembly. It is experimentally known that conduction between various components 

of the print assembly can contribute significantly to the thermal response of the part. However, FE 

thermal models for arc-DED typically only consist of the part and substrate to minimize 

computational time [5], [15]. As a result, heat transfer boundary conditions must be manipulated 

to account for the conduction occurring through the print assembly. This is often done by 

increasing the convection term [7], [9], [16]. The applied convection boundary conditions are 

determined during a time-consuming calibration process which involves adjusting the heat transfer 

coefficients to produce simulation results that match the experimental data [17], [18]. While this 

can result in accurate thermal predictions, it is not a robust method because the boundary 

conditions are not physically-motivated. Rather, the calibrated convection terms are artificially 

high to account for conduction, which varies across different prints and assemblies. Therefore, 

these terms must be recalibrated for every print, hindering the predictive capabilities of the models. 

 

To reduce assumptions in the analysis, there is motivation to model the assembly to 

produce more informed thermal predictions despite the increase in computational cost. By 

including the assembly components, conduction can be represented in the model, and justifiable 

convection boundary conditions can be applied. Furthermore, it is hypothesized that calibrated 

assembly models will provide accurate thermal predictions across different parts, which would 

greatly advance FE modeling as a predictive tool for arc-DED. Because residual stress and 

distortion are thermally-driven, the improved temperature histories, which are the primary 

boundary condition for mechanical models [19], should likewise improve mechanical predictions. 

 

The overarching goal of this study is to demonstrate improved FE thermal predictions for arc-

DED parts by using models that include the assembly components. Conductive heat transfer 

through the assembly will be simulated to improve the convection boundary conditions and 

increase the overall model fidelity. Four parts of varying geometry and size will be printed using 

a consistent print assembly setup. An assembly model will be calibrated to one part, and the 

calibrated boundary conditions will subsequently be applied to the remaining parts. Experimental 

data comparisons will be made to assess the accuracy of assembly models for various prints. 

Conclusions will be drawn regarding the potential benefits and improvements of assembly models 

compared to traditional part and substrate models. Overall, this work aims to contribute to the 

refinement of FE modeling for thermomechanical prediction of arc-DED for the advancement of 

this technology. 

 

Methodology 

 

Experimental Methods 

Three 1” components – a thin wall, S wall, and cylinder (Figure 1) – and a 5” thin wall 

(Figure 3) were selected for this study. These parts were chosen to provide variation in both 

geometry and size for the purpose of evaluating the accuracy of assembly models across different 

parts. The print material was ER120S-G, which was deposited onto A36 mild steel substrates. All 

parts were printed using a Fronius TPS-400i Cold Metal Transfer (CMT) welding source.  

 

1” Geometries 

The 1” tall parts were comprised of 15-layers deposited onto 6” x 3” x 0.5” substrates 

(Figure 1). The wire feed speed and travel speed were 200 ipm and 8 mm/s, respectively. The 
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resulting bead shape using these parameters was approximately 7.0 mm wide and 1.75 mm high. 

All three parts were printed with an alternating direction toolpath where the end point for one layer 

became the start point for the next layer. A fixed dwell time of 180 seconds was chosen for the 

part to partially cool between each layer. During the cylinder print only, a technological issue 

occurred after the first layer, so there was an extended dwell period of 665 seconds at that single 

instance. It was not necessary to reprint the part because the delay can be implemented in the model 

and does not affect the integrity of the study. Thermal data was collected using five K-type 

thermocouples (TCs) welded onto the substrate for each print. A TC was attached at the center of 

each of the four vertical faces of the substrate, and one additional TC was attached at the center of 

the bottom face of the substrate (Figure 2). A 25 Hz sampling rate was used to record TC 

measurements. 

 

 
Figure 1. The 1” a) thin wall, b) S wall, and c) cylinder parts. 

 
Figure 2. Locations of the K-type thermocouples used to collect thermal data on the substrate of the 1” prints. 

5” Thin Wall 

 The 5” thin wall was printed on a 12” x 3” x 0.5” substrate (Figure 3). The wire feed speed 

was 200 ipm, and the travel speed was 4 mm/s. The dimensions of the resultant part were 254 x 

10.5 x 127 mm. An alternating direction toolpath was used to deposit the 64-layers of material, 

and a 152 s dwell time was implemented between each layer. Data from three K-type TCs welded 

onto the vertical faces of the substrate was collected (Figure 3). TC data was logged at a 5 Hz 

sampling rate. 

 
Figure 3. The 5” thin wall and the locations of 3 K-type thermocouples used to collect thermal data on the substrate. 
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Print Assembly 

The print assembly remained constant and consisted of a 0.5 x 0.5 m 5050 Aluminum T-

slot plate and 4 A36 toe clamps that were 2.5” in length. The clamps were applied at the corners 

of the substrate as shown in Figure 4. All clamps were torqued to 30 ft·lb to ensure uniform 

fixturing. 

 

Finite Element Modeling 

Experimental dimensions were used to generate computer aided drawing (CAD) models 

for the parts. The CAD models for the clamps and T-slot plate were simplified into rectangular 

geometries for ease of meshing. The goal of modeling the assembly is to represent conductive heat 

transfer resulting from fixturing more accurately in the system; therefore, the most important 

aspect of these geometries was the mass which draws heat from the system. The models were then 

assembled and discretized into a FE mesh using Abaqus/CAE 2022. Figure 4 depicts the FE mesh 

assigned to the parts, and the mesh details are presented in Tables 1-2. The 1” thin wall, S wall, 

cylinder, and 5” thin wall models have 263,170, 414,402, 396,970, and 359,702 elements, 

respectively. Including the clamps and T-slot plate only posed an increase of 2,562 elements 

compared to the part and substrate only. Linear hexahedral heat transfer elements (DC3D8) were 

used for all simulations. The elements on the 1” parts had a seed size of 0.5 mm to provide a fine 

mesh where the data is of primary interest. Due to its substantial increase in size, the 5” thin wall 

was meshed with 1 mm elements. Likewise, the assembly components were meshed coarsely to 

reduce the overall computational cost. The average aspect ratio for each meshed component is 

presented in Table 2. Surface-to-surface tie constraints were applied to all contacting components. 

No significant warping was observed during experimentation, nor did any clamps fail. Therefore, 

the assumption was made that all points of contact were maintained throughout deposition. 

 
 

Figure 4. FE mesh generated for the a) 1” thin wall, b) S wall, c) cylinder, and d) 5” thin wall models. 
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Table 1. Number of elements and nodes in the FE mesh for the part and substrate only compared to the entire model. 

Part and Substrate Entire Model 

Geometry # Elements # Nodes # Elements # Nodes 

1” Thin Wall 260,608 284,127 263,170 289,015 

S Wall 411,840 440,824 414,402 445,712 

Cylinder 394,408 431,252 396,970 436,140 

5” Thin Wall 357,140 400,950 359,702 405,838 

Table 2. Average aspect ratio of the mesh generated for each component. 

Component 1” Thin Wall S Wall Cylinder 5” Thin Wall T-slot Clamp 

Average Aspect Ratio 1.01 1.30 1.13 1.20 3.93 1.31 

Temperature-dependent thermophysical properties for ER120S-G were generated in 

JMatPro software using the composition detailed in Table 3. Density, thermal conductivity, and 

specific heat properties for all materials were input into the simulations. The input density values 

for ER120S-G, A36, and Aluminum were 7.83 
𝑔

𝑐𝑚3, 7.85 
𝑔

𝑐𝑚3
[20], and 1.0 

𝑔

𝑐𝑚3
 [21], respectively. 

The temperature-varying thermal conductivity and specific heat values used for ER120S-G and 

A36 are displayed in Figure 5. Specific heat values for ER120S-G were linearized to avoid model 

convergence errors. The properties for Aluminum were constant values of 105 
𝑊

𝑚2 °𝐶
 for thermal 

conductivity and 897 
𝐽

𝑘𝑔 °𝐶
 for specific heat [21]. 

Table 3. Material composition for ER120S-G used to generate thermophysical properties in JMatPro. 

Element Fe Al Cr Cu Mn Mo Ni Si Ti V C P S 

Wt. % 93.323 0.004837 0.326 0.148 1.871 0.946 2.262 0.403 0.687 0.003653 0.01938 0.002777 0.002874 

Figure 5. Temperature-dependent thermal conductivity and specific heat values for ER120S-G and A36 [20]. 

The Goldak heat source (Figure 6) was used in all simulations. Goldak is a higher fidelity 

numerical model that has been used widely for simulating welding processes including arc-DED 
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because its shape closely resembles the observable melt pool [22], [23], [24]. The following 

equations define the heat flux for Goldak’s model: 

𝑞𝑓(𝑥, 𝑦, 𝑧) =  
6√3𝑓𝑓𝑄

𝑏𝑐𝑎𝑓𝜋√𝜋
∙ 𝑒

−3
𝑥2

𝑎𝑓
2

∙ 𝑒
−3

𝑦2

𝑏2 ∙ 𝑒
−3

𝑧2

𝑐2 (1) 

𝑞𝑟(𝑥, 𝑦, 𝑧) =  
6√3𝑓𝑟𝑄

𝑏𝑐𝑎𝑟𝜋√𝜋
∙ 𝑒

−3
𝑥2

𝑎𝑟
2 ∙ 𝑒

−3
𝑦2

𝑏2 ∙ 𝑒
−3

𝑧2

𝑐2 (2) 

Figure 6. Goldak double ellipsoid model for a moving heat source (reproduced from [22]). 

Eight parameters are used to define the Goldak heat source. Table 4 shows the heat source 

parameters chosen for these analyses, which were adapted from literature [5], [25]. The spot radius, 

b, was calculated as half the experimental bead width, which was 3.5 mm for the 1” parts and 5.25 

mm for the 5” thin wall. The input power for the heat source, Q, was determined by averaging the 

power values reported by the weld logger while the arc was on. The movement of the heat source 

was specified using event series that were generated using AMPES [26], a Python script that 

converts G-code into a time series formatted for Abaqus. 

Table 4. Goldak heat source parameters used in the simulations. 

Front length Rear length Depth Front fraction Rear fraction Efficiency 

af ar c ff fr n 

2 6 2.32 0.5 1.5 0.95 

All nodes were given an initial temperature of 300 K. Convection and radiation boundary 

conditions were defined. Compared to conduction and convection, heat loss due to radiation is 

minimal [16], so an emissivity value of 0.01 was applied. Because literature currently lacks a clear 

method for specifying convection in arc-DED models, an average coefficient of convection, h, was 

applied to all exterior elements. The value of h was determined by calibrating the 1” thin wall 

simulation to experimental thermocouple data, which is the common mode for determining heat 

transfer coefficients in literature [7], [17]. While more robust boundary conditions are preferred, 

the calibrated h value in this model intends to account solely for convection, an improvement from 

previous models. To calibrate the convection, the 1” thin wall simulation was initially run using 

18
𝑊

𝑚2𝐾
[27] for h, which resulted in thermal underprediction. In response, h was decreased to

10 
𝑊

𝑚2𝐾
, and good agreement with experimental data was observed. Therefore, 10 

𝑊

𝑚2𝐾
was 
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selected for the convection boundary condition. Boundary conditions were held constant across all 

four simulations to evaluate model accuracy without recalibration. Conduction is not defined using 

boundary conditions, but rather it is accounted for by the input thermal conductivity properties. 

 

Analyses for the three 1” prints were performed in Abaqus/Standard 2022 using 60 CPUs 

on a Cray CS300-LC cluster with two Intel Xeon Phi CPUs. The 5” thin wall simulation was run 

in Abaqus/Standard 2023 using 160 CPUs on a Dell PowerEdge C6520 Linux cluster. For 

computational efficiency, printing steps were run using a 0.5 s time increment, and the cooling 

steps were run at a 10 s increment. 

Results and Discussion 

 

Simulation results were compared with experimental data to evaluate the models. 

Temperature data was extracted from the nodes that correspond to the TC locations used in the 

experimental work (Figures 2-3). Some TCs failed during deposition, so only the successful data 

recordings are presented in this paper. The comparisons between simulated and experimental 

thermal data are shown in the following figures. Figure 7 displays the results from the 1” thin wall, 

which were obtained by calibrating the convection boundary condition to align closely with the 

experimental measurements. 

 

 
Figure 7. Experimental and simulated thermocouple comparisons for the 1” thin wall part (TC1, TC2, TC3, and TC4). 

The calibrated boundary condition was then applied to the S wall, cylinder, and 5” thin 

wall models, and the TC comparisons for those simulations are presented in Figures 8-10. By 

applying the same boundary conditions and keeping all other model parameters constant, a 
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determination can be made regarding the improved predictive capabilities of assembly models 

across parts of different size and shape. 

 

 
Figure 8. Experimental and simulated thermocouple comparisons for the S wall part (TC2, TC3, TC4, and TC5). 

 
Figure 9. Experimental and simulated thermocouple comparisons for the cylinder part (TC1, TC2, TC3, and TC4). 
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Overall, the data shows good agreement for the three 1” geometries. By visual inspection, 

all simulations captured thermal trends through the substrate. The maximum temperatures at the 

peaks tend to be lower in the simulation compared to the experimental data. This is likely caused 

by the time increments selected, which may have prevented the simulation from reporting the full 

thermal profile. Because the heating and cooling rates at the peaks are remarkably high, the time 

increment would have the most pronounced effect on the results at these points. A finer time 

increment is expected to demonstrate improved predictions.  

 

Compared to the thin wall and cylinder, the S wall simulation appears to be 

underpredicting. Although a finer time increment is expected to improve the predictions, it is likely 

an additional factor is at play. One theory is that the S wall geometry induced a distortion during 

printing that caused the substrate to separate from the T-slot plate, preventing the part from cooling 

in the same manner as the other geometries. Conduction from contact with the T-slot plate would 

draw more heat from the substrate than convection from the air. This would cause the part to have 

higher experimental temperatures than the simulation, which is what was observed in the results. 

Though this theory cannot be verified retroactively, it does present a challenge for the modeling 

approach detailed in this paper. Appropriate clamping techniques should be employed to ensure 

consistency across different parts using the same assembly configuration so the model can predict 

accurately. Moreover, this finding should be of interest experimentally because inadequate 

clamping indeed affects the thermal profile, which may induce heterogeneities in resulting parts. 

 

While the model showed good predictions for the three 1” prints, these parts are highly 

similar. To further evaluate the repeatability of assembly models, the calibrated model was used 

to simulate a 5” thin wall. Since conduction is incorporated into assembly models, the convection 

boundary conditions are expected to be more consistent for larger geometries. Therefore, the 5” 

thin wall model was prescribed the same boundary conditions. TC comparisons for the 5” thin wall 

are presented in Figure 10. 

 

The results for the 5” thin wall demonstrate logical thermal predictions in the first iteration. 

The simulation shows instances of underprediction and overprediction, but it matches the general 

trend well. Similar to the S wall, some of the error is attributed to warping that may have interfered 

with conduction through the T-slot plate. Since TC2 and TC3 are on opposite sides of a 

symmetrical print, the thermal history at these locations is anticipated to be nearly identical as 

predicted by the model. However, the experimental data for TC2 is higher than that of TC3. This, 

combined with the evident warping of the substrate that can be seen in Figure 3, suggests that 

some of the inaccuracy is a result of contact not being maintained during printing, which is an 

assumption in the model. Additionally, the boundary conditions in this study are averaged terms 

determined through calibration. The results show potential for consistent boundary conditions for 

different prints, but the imprecise average term used in this work does not fully encompass heat 

transfer for a larger part. Location-specific convection boundary conditions are expected to 

produce better predictions across parts of different size. Since a principal goal of assembly models 

is to improve the physical groundings of FE models for arc-DED, future work in this space includes 

determining robust heat transfer boundary conditions that will increase the accuracy and utility of 

models. 
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Figure 10. Experimental and simulated thermocouple comparisons for the 5” thin wall (TC1, TC2, and TC3) for the complete 

time history (left) and the first 6000 s (right). 

Despite promising results, an argument against modeling the assembly is the additional 

computational expense it requires. The increase in number of elements and contact interactions 

undoubtedly adds computational time. For this work, the three 1” simulations completed in under 

4 hours, and the 5” simulation completed within 20 hours. The simulation times were not notably 

longer than expected based on previous simulation work. However, a precise conclusion cannot 

be made without running simulations for both modeling approaches using the same computing 

resources. Future work includes identifying the increase in simulation time assembly models 

require so the computational limitations of this approach can be established.  

 

Regardless, the minor increase in run time is preferable compared to the numerous 

iterations necessary to calibrate part and substrate models. To demonstrate this, the 1” thin wall 
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was also simulated using the part and substrate approach. The model was calibrated in the same 

manner as the assembly model, beginning with an averaged 18
𝑊

𝑚2𝐾
 for h. It required four iterations 

to calibrate, and the convection boundary conditions were elevated arbitrarily at locations where 

conduction was occurring (Table 5). The TC comparisons for the part and substrate model and 

assembly model are displayed in Figure 11.  

 
Table 5. Calibrated convection boundary conditions for the part and substrate model for the 1” thin wall. 

Section Convection (W/m2K) Location 

Part 18 All elements 

Substrate 18 No contact 

 100 Contact with clamps 

 300 Contact with T-slot 

 

 
Figure 11. Thermocouple comparisons for the 1” thin wall using a part and substrate model vs. the assembly model. 

By comparison, the assembly model is a more efficient modeling approach. The TC results 

reveal that the two models have approximately the same degree of error, yet the assembly model 

required 50% less iterations to achieve these results. The inconsiderable increase in run time for 

assembly models will not exceed the time to run twice as many simulations, so computational 

expense should not be considered a limitation of assembly models. Furthermore, a reduction in 
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iterations required to produce accurate predictions is increasingly valuable for large-scale parts 

with lengthy simulation times. This can be seen in the results for the 5” thin wall. While the model 

has less accuracy for this large part compared to the 1” geometries, the initial results are 

significantly closer to being calibrated than if the part and substrate approach was utilized. 

Therefore, the time it takes to achieve accurate thermal predictions is still reduced by using the 

assembly model approach even if further calibration is needed. Since this simulation had a run 

time of approximately 20 hours, the assembly model can potentially save days of computational 

time to achieve accurate thermal predictions. 

Conclusion 

 

FE thermal predictions were made for four arc-DED parts printed using a consistent 

assembly configuration. The FE models included the assembly components to accurately simulate 

conduction, which facilitates improved boundary conditions and overall model fidelity. 

Convection boundary conditions were calibrated for an assembly model and subsequently applied 

to geometries of varying size or shape. The results demonstrated satisfactory agreement between 

simulated and experimental data within the first iteration. Inclusion of the assembly components 

in FE models of arc-DED enables accurate thermal predictions while using a physically-grounded 

approach. Assembly models offer potential for reduced model calibration time and improved 

repeatability across different parts. Future work includes refining the heat transfer boundary 

conditions for the purpose of enhancing accuracy and predictability of models. This work intends 

to support advancement in FE modeling of arc-DED for the efficient progression of this AM 

process. 
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